**SAMMON EMBEDDING**

This is an embedding algorithm that preserves the distances between all points. How is it achieved?

Assume there are high dimensional data described by ![d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAALBAMAAABfd7ooAAAAKlBMVEX///+IiIi/v7/X19f39/ff39+fn5/v7+/n5+fPz8+np6e3t7fHx8eXl5cZqbdzAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAQ0lEQVQIHWNgYGBQNAASDIwOIDIMRDAoAXGRcSoDA3sKhwADA9sE5gUMDI4O3AcYGGIZeNsZGGoZAjkZGHgmd1swAADJzAhHqOFKtwAAAABJRU5ErkJggg==)-dimensional vectors, ![X_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAOBAMAAAA7w+qHAAAAMFBMVEX///+IiIjf39+vr6+fn5/n5+fX19enp6fPz8+Xl5e3t7f39/fHx8e/v7+Pj4/v7+8om33kAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAXUlEQVQIHWNgYDJ0ZUisYAABzgUMamAGA4c0qwKExSATBGUw3EuAsRRhLP5mBwYGrg9A8R+sohBZ7gYGZwjrLwND4gb+LgYGZXEGbkMPpu0QYSB5Dc6aHQBjrmAAAMdNDskqYtmLAAAAAElFTkSuQmCC) where ![i=1, 2, \ldots, N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGYAAAAPBAMAAADkCqfDAAAAMFBMVEX///+IiIivr6/Hx8f39/fX19fPz8/n5+eXl5fv7++/v7+Pj4+np6ff39+3t7efn58376VhAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABKElEQVQoFWNgQAWXIFxmowWo4qg8JgMk/q33EI4BgxKSKJxZJ8XAqf2EgYEFLgJixIN5LF8YCiegiEM4vIoMDG4Y4lA92xkcL2DIMTCwOSYwhGCIQ/QAhbHaw8zXwJDAwMCajKIPrucNijCUw8YpDtJTXgHkMykBgRpIAqaHvQXEQwc3GT6xAN08YRWKBEwPjwOKMJSTwBDoCpLYgiIJ0/MSRRTGSWDgNgOyWQ8AAxXDbWwT2AtgChE0SwAD8zYglykzACHIwJDPwDANyA++G+cApDkTIFwok82BgUUWKMtqhqylqvEZQyJQRlBQEESzNTAwZADlgZhNhIHltQoDwwNk5XA2J9CxIACjITyGmVAaK8UKFYXRUC6KF9A1+kIFYDSEC4oXKAAAfeYwlwCI0gEAAAAASUVORK5CYII=). And they will be mapped into vectors ![Y_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///+IiIjv7++3t7efn5/X19fHx8enp6fn5+f39/ff39+Xl5fPz8+Pj4+/v7+pFxjjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAV0lEQVQIHWNQFglgYBNWYGAoZ2Bga2BgYAicwBABpBgYE7gWgGjmDV0gioFDJgBMM1wGiikAmRIQLpcAhOYrYGA6zMDA9NaHgWs6RIjhKZTe2QBh2DAAALyKDFT5s3ArAAAAAElFTkSuQmCC), with dimensions 2 or 3. Denote the distances to be ![d_{ij}^{*} = \sqrt{| X_i - X_j|^2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIMAAAAVBAMAAACXjEALAAAAMFBMVEX///+IiIi/v7/X19f39/ff39+fn5/v7+/n5+fPz8+np6e3t7fHx8eXl5evr6+Pj4+ZRyAfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAB20lEQVQ4EY1SPUsDQRB9JrncxUtEIYWI4BeCheAFUWJ3FoIfoBHFRtQUCtqI2AUR0oiFzYGVCCGtKHhgIXY21oL4A9bCVvAfuLOX3eyekjhwNzPvvX07u3dAiyj0/CO6WxjAHmzF/otzfauNrtSGxwm62kgYrh6EZMgr/il9JAvrYx+FG4NvQszxOnziOpbGQ0MTNalQTJELsRZjFcSSYa5K5IZ1KzLVWiSOhEUm78SPrCAGf0WsGF4oBtpSWS4juov+M4moLCEGfHLweHIP54rUirGGxYSngVEpIYYsn9Dedbql5ItCDpRiDYvV3xYSYphyqkgHybq0UJnjyPKHPqpdKwPuEVCjDXhuQJgBmDPwDcz67jMekZSbkwTTDOjkmSwqTi9/G6EgJuAt5NRN0DbiIHN54IXT3CIV4NBYr0ORxSlWMzEJb9+AOk/c4hgo+Pa1LhEQKiE/iICzlxfFSmhqgFdkPGGx3YfUx4G1qFlEEEq70oK49bqV9jUR/2E9ugpxFwIfMdioKesWCQ9pU+OWJwmg6xTxXm0UzWSpgxCWm8dmk6PK7q1TUhZP1JmRKOlTuAFGTR73AQFuDNVah+bmg6iollUZFTux/lfbSR9djzs+lRG20bVsfgDtKGWaOByz3QAAAABJRU5ErkJggg==) and ![d_{ij} = \sqrt{| Y_i - Y_j|^2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAAAVBAMAAACUF4xmAAAAMFBMVEX///+IiIi/v7/X19f39/ff39+fn5/v7+/n5+fPz8+np6e3t7fHx8eXl5evr6+Pj4+ZRyAfAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABwklEQVQ4EYWRu0vDUBTGvz7SpE0rFUQqDr4Q3EwpSt3iIIiDVhAXETvUwa24lSJ0EQeXgpMIklkECw7FrYuzIv4Bd3EVnF085zY3yS2SnuGec37f+e4jAWKiPDkmijFmmPNx6ljNdo2YmVqMJqU2JmJGBG6fpbzg/D/VJ3t72kF+thkOBEBYTsJlPlzDCb9K9/j0ByDfiWoKiFSvIIXDqBrWySbbyy6qIaNKAQF3TwqLmhw0u2B7YmDoH0kBAXzR7HnlNHBoxYq02++XGoUCAnna12xYRaV/c3T9Li2k3ZpxlDzMCgisWR1kuikPfaSUS84Qlx+MLo9fwG4C97w1ZQmwAQhr7gfYdO0BQy3WBZAjwvaSpoRASH6MwpUa4APk5bemgFeiZDeKSvWzAkL2F9jPtnrmnT70AXhEyJ70oIsE0OrR5UmnJ95cVw88I+PKTi1vyDpUT8BcPYOxozBlBqg1lJ2VpINMZILKhMNPl2+ntMS1FvWovbCNI02FXa8w4E9H8dmRKVyM4PLM7C6WQ40rs+Rx8u0vXEcjWYueDnTqUZXqpy4De4T6rcVPpQsE8UjbaXGidSNNjn9qbJixaiD+ATyYXU81RfJ0AAAAAElFTkSuQmCC). In this problem, ![Y_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///+IiIjv7++3t7efn5/X19fHx8enp6fn5+f39/ff39+Xl5fPz8+Pj4+/v7+pFxjjAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAV0lEQVQIHWNQFglgYBNWYGAoZ2Bga2BgYAicwBABpBgYE7gWgGjmDV0gioFDJgBMM1wGiikAmRIQLpcAhOYrYGA6zMDA9NaHgWs6RIjhKZTe2QBh2DAAALyKDFT5s3ArAAAAAElFTkSuQmCC) are the variables to be learned. The cost function to minimize is

![E = \frac{1}{c} \sum_{i<j} \frac{(d_{ij}^{*} - d_{ij})^2}{d_{ij}^{*}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAgBAMAAADZBzabAAAAMFBMVEX///+IiIjv7++3t7evr6/Hx8ePj4/Pz8/f39/X19e/v7+fn5/n5+f39/enp6eXl5c73N/DAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACkElEQVRIDa1Vz2sTQRT+3OyymzSbmJuIQgxKrSishaq95RDx4A+CpVRL8R/w4EqrUUGISvGkRERaKmhAvFSE6FERV08eIyIiisSjByFexKNv3v7ITJKNqeRB9n3ve+99MzszmQVGYHbFGYEKSVi1uQ0KTQDJdjJqSrYF/Ei/QxE3HKgDWnHmZFisFQVKu7DKAgxvVg0w3UeRkOlyr4N36eFFRGUC2HU/b4VNhBlOauf+hJziYyeqw25ko1KBDaCMyxHVBZbi3jgD0/nGxcb6+uMQY6WrPwpNIZQrlUonfuVoVTqWgeFe8HgWRBJ+W8HNGi75Fdr+w7MH/FULWljoPEtcbAUcu0Tenp6phgzh6yvYXcbTgLlGh0MZmIX07Zz+GbYJTxtN+8+zCOjjMDw4QfCEKrwAs2Mh+yzjz3ICdYo0nkVAH4QOywuCF9inNQPMjoXwpixzPv4kHM8iyukIx7K38EBRBnjwQwSpbRIlQzGLyBILEbS2nmmJQKdtKh2JaOC1hFUoCUmJRIPOVD/bUezHEifNQq7I1tHs/KEpsymX2ywKkv6+SbW5eKOO9x5wlap7Xs1wWWPSV4o9vn6anndo9+tRJIEbEu6FD1FTSeP37Pz3vMpxpLU65JUODNFOYyof4sE+0xR5bdwB5vMQTrFK6t9Ce9ZEyzHuW73VEjqovuIwfGinn6MaBrG+kaKUv9RmO1Ub48VoKOVf0FbivoFZF/TtQqGwd/mZk/2KRY8+FOqrLdotUTTYjLJGBUdfsnkJF7jrIVVVmubMBTrGdDMNMnt6tTu9lh5TqQ/3NvoBCvozp1QhisZdK/ay7ikeREy42vKg/NA5vYnOFTJ0V59C2oViH/q/qFEJTXnS8H8BaF95VLVw5fAAAAAASUVORK5CYII=),

where ![c = \sum_{i<j} d_{ij}^{*}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFUAAAATBAMAAAAT2lwYAAAAMFBMVEX///+IiIj39/fHx8fX19ff39+fn5/v7++np6fPz8+Xl5ePj4+vr6/n5+e/v7+3t7dzMiplAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABVUlEQVQoFW1QPUsDQRB9JveVkFyMvXBBGxExhbayhSksojGCiI0xoIKVVkcE5dAfkBPsBKN/wtpKFE44K0sRsZXrbL2ddZNdvCnevI9ZmFlAr2oURU93Vaa72eqSpq4DPf1gTd0gVZqgdq5HY/Ofie5wlbsnb1pPNs1+rDukXusZ5vdMM+T2VIOpqTupKuJny3t44yx3YHSAUnp+9EzJIaECdrc8LqQTwlMC4PhBk4AVGoGwap7oQzTETww1al6ljh8YIbbJVHbI0xVpSLWCdKJI2wKzyDFyJexIIvsJ1guCGwsNaVK3g5G8IZq/em/2Ensw8iVzPM7sXgIsHYE3Xu3AtDxiKryQaLQDPopWV2Qug6VOEReXFW5dZjFudDgAxTn8uwNbvu+fbuwmaTiIAfNvh0qIL/FKwcd9qjgNsRbDbcks7kiW3VfLoyUvhq+yZ+EsqsEvzdNH74KDRIQAAAAASUVORK5CYII=). To minimize this, use Newton's method by

![Y_{pq} (m+1) = Y_{pq} (m) - \alpha \Delta_{pq} (m)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOUAAAATBAMAAACdLNchAAAAMFBMVEX///+IiIjv7++3t7efn5/X19fHx8enp6fn5+f39/ff39+Xl5fPz8+Pj4+/v7+vr6/o/67eAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACwElEQVRIDX2VT2jTUBzHv01N0mTZqkzEwg7RgTspVRAUd8jFm4c4cArKrGBFUGSXoZOB9TLQix1ueK0KIjsV8eBBMFAmCIKCXnaRORGHMujFgzCo71/y3muSPlje7/f9fb6/32uTdIC6nqlJEntJlApiwwBEePJIo5ZqSoUcWa3kI6JjAiSBKBTFrm5uF9hUBTWWhlxE4Bo5vjeENeqz0gu1H0KauT8CYFzVjaOngSvHmCQNGhLjd+MA0MnbgNXgxZOSIVGVZWYA2JpuzwLXuSINOsKr7mvp08mzTVwQtbZkSCRnFhtqwazAFII06AjHrQNh4tPJQs1t8ZIxmyA0qLLMDACvxsL4sg+rPFQMfQirTxWTSX1ksf1QNCtV4W2du7Zy2WeCnGnyUGA4VWrxUDFoiFN/T4GaM8Y5oI8sjYWiQnwPrjYL4UiNCXImfXbRoyuilftr9EqWYmAIV4FlvxyGMJvYjpV+8otS8HdwGDY5RLnXe9fboX0D8vDSmXIN89OwmbGBIZ/osXxgAdYJHxawVBMuMlMj98fdqG8dHQw3mcI705nmRoywvdAQqWJQEacCbwH4QF6I9WzS3S10kBtdamMO5w2myJnsAaGfgX+3TzMM6jPktuG14UQE+yZQpTUlR8ikWzOtQzMNBLCqqGByhZF8phcAxRYT4ssvYPHnb6O+pRhUxPlMm1oHyfrezCKN7TNwHxnzwRDwD+UWOdF0xLqzmaU/o1Hfb8KRrxFedieW0VYMdnwguk+vtv76S3voquaSdW+yOgFcUo3YSLL0D5sVdjrkdNKQRoQ7l5y3FyPySpWTKXqwqacks5t3bpIbIw1pRHhyybdrzvE35M2NUs2pYKTloY/h44sNachARKs80qW3LiB/UwLUt4x/yM8JsUsxZCCiRx75pEtepVf6oIGZc4+Ub/gDGV7MIv8D0NvKs1KCU+MAAAAASUVORK5CYII=),

where , and ![\alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAHBAMAAADDgsFQAAAAMFBMVEX///+IiIj39/fHx8fX19fPz8+fn5/v7++vr6+np6e3t7fn5+ff39+Xl5ePj4+/v7+nwnP5AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAMklEQVQIHWNgUHY1YGBgSmdoYWHgDGCw2s6gqMAQGcBwloEhloFBj4HhJwMDi80ZDncAiowHalHXbFoAAAAASUVORK5CYII=) is the learning rate.
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